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Abstract: This research paper helps in urbanization of Bareilly, 

Uttar Pradesh, India region by utilizing remotely sensed data. 

We have used the Satellite remote sensing to improve the quality 

of multi-spatial and multi-temporal remote sensing data. This 

data plays an important role in acquiring information about 

particular area. It reduces our precious time and cost. Satellite 

remote sensed is a powerful tool for mapping and monitoring the 

ecological changes in the urban core and in the peripheral land-

use planning. It will reduce unplanned urban sprawl and the 

associated loss of natural surrounding & biodiversity.   
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1. INTRODUCTION 

The present often springs from the lessons of the past – a fact 
that forms the imagery around us as we live in the India of 
today.  Our cities hold traces of our incredible history – a past 
that delved deep into several issues and brought out solutions 
relevant to this day.  Our tradition in urban planning has been 
noteworthy.  In this paper to collate the data of different area 
of satellite image processing like National Remote Sensing 
Agency (Space Department, Government of India); Temporal 
and Spatial Features of the Objects, Integrating Spectral and 
these collected Satellite Data Image to analyze.  We have 
already mentioned for the land cover classification, how the 
use of land changes according to time and also performed the 
temporal analysis to analyze the impact of climate over the 
surface. 
1. Acquiring the satellite images of various administrative 

regions of Bareilly. 

2. Extracting pixel wise data through different images 
through MATLAB programming.  

3. Combining the result and applying these results on 
satellite map of Bareilly. 

4. Plan a model for sub-urbanized area of Bareilly and 
future references. 

2. REMOTE SENSING 

Remote Sensing technology is a new type of technology which 
extracts the information of object or phenomenon without 
physical contact with the object.  

Remote Sensing work on a two types of sensors first one 
active and another passive sensor In Active collection emits 
energy in order to scan objects and areas. Sensor detects those 
images which is to be used in urban planning and measures the 
radiation that is backscattered or reflected from the target. The 
example of active remote sensing are RADAR and LiDAR 
where the time delay between emission and return is 
measured, establishing the location, speed and direction of an 
object. In  Passive sensors detect natural radiation which is 
emitted or reflected by the object or surrounding areas. In 
passive sensors, reflected sunlight is most common source to 
measure the radiation.  Film photography, infrared, charge-
coupled devices, and radiometers are the examples of passive 
remote sensor. 

Collect the data on inaccessible and dangerous areas very 
easily by the using of remote sensing. Military collects data 
during the Cold War  to make use of stand-off collection of 
data about dangerous border areas.   Remote sensing 
applications include monitoring deforestation and ocean 
depths and depth sounding of coastal. Remote sensing is 
useful for also replacing costly and slow data collection on the 
ground and ensure it not disturbed areas and object in the 
processing. In earth science lots of area where we use the 
remote sensing like agricultural fields, natural resource 
management such as land usage and conservation, ground-
based and stand-off collection on border areas.  
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Remote Sensing is basically divide into three main parts the 
target, data acquisition, and data analysis. Targets-object or in 
an area; Data Acquisition- through certain instruments; Data 
Analysis- again by some devices. This definition is helpful for 
human eyes, ultrasound and x-rays which is used in medical 
sciences, probing for atmospheric particles by laser, sonar 
sounding of the sea floor, etc. in the case of large scale it 
useful for the earth, the moon, and other planets. 

3. INDIAN REMOTE SENSING (IRS) PROGRAM: 

Remote sensing is an important part of the Indian Space 
Program and the Department of Space (DOS), Government of 
India and other bodies. In other word we can say that Indian 
Remote Sensing Satellites (IRS) record the series of Earth 
Observation Satellites, built, launched and maintained.  We 
get the remote sensing services in India by the use of IRS 
series. 

3.1 INDIAN REMOTE SENSING SATELLITES: 

Bhaskhar and Bhaskara-2 satellites are successfully launched 
in 1979 and 1981 respectively. After successfully launched 
these satellites, India work and develop the indigenous Indian 
Remote Sensing (IRS) satellite program, which helps  in 
national economy specially in the areas of water resources, 
marine fisheries, forestry, ecology, geology, agriculture, water 
sheds, and coastal management. 

To see the need of work in this field India established the 
National Natural Resources Management System (NNRMS) 
for which the Department of Space (DOS), providing 
operational remote sensing data services. Receive data from 
IRS satellite and disseminated the overall world. 

New applications of high-resolution satellites in the areas of 
urban sprawl, infrastructure planning and other large scale 
applications for mapping have been initiated. 

Presently 12 operational satellites are dedicated for civilian 
use. These all 12 operational satellite are providing data in a 
variety of spatial, spectral and temporal resolutions and it is 
placed in form of sun-synchronous orbit. In 17 marches, 2013 
Indian Remote Sensing Program completed its 25 years of 
successful operations. [4] 

IRS-1A and 1B: These two satellites were the first generation 
and operational remote sensing satellites.  

IRS-1C and IRS-1D: These two satellites are the second 
generation and operational remote sensing satellite with 
improved sensor and coverage characteristics.  
The satellites are on these three sensors board: 
* A PAN  
* A LISS-III  
* A Wide Field Sensor (WiFS) sensor  

IRS-P3:  

The main objectives of IRS-P6 is to provide continued remote 
sensing data services on an operational basis for integrated 
land and water resources management at micro level with 
enhanced multi-spectral and spatial coverage with stereo 
imaging capability.  

4. NEURO FUZZY SYSTEMS: 

Neural networks are black boxes to the user because it can 
learn from data, but cannot be interpreted. Fuzzy Systems also 
consists interpretable linguistic rules, but they cannot also 
learn from data. It usually uses the  neuro-fuzzy system which 
display the following properties: 

A  neuro- fuzzy system is trained by 

• Learning algorithm which is derived from neural network 
theory.  

• A neuro-fuzzy system can be viewed as a 3-layer feed 
forward neural network. The first one layer represents 
input variables, the middle (hidden) one layer represents 
fuzzy rules, and it is hidden layer and the third one layer 
represents output variables. Fuzzy sets are encoded as 
(fuzzy) connection weights.  

• A neuro- fuzzy system also creates the system out of 
training data from scratch. 

• The learning procedure of a neuro-fuzzy system takes the 
semantic properties of the underlying fuzzy system into 
account. 

• A neuro-fuzzy system approximates an N-dimensional 
(unknown) function that is partially defined by the 
training data.  

• The Neuro-Fuzzy system is able to deal with multiple 
parameter input and multiple class output problems. 

4.1 Analysis of the Multi Spectral Image Using ANN 

STEP 1 

Assembling the Training Data 

We have received the image of the Bareilly Ramganga region 
as shown in the figure 4.2 and by using the Data Cursor tool in 
the MATLAB we have obtained the R-G-B components of the 
pixels which best represent the different features of the image 
like the River & Water Bodies, the Concrete Structures, the 
Roads and the Vegetation.   

 
Fig 4.2 Multi Spectral Image of Bareilly City 
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Table 4.1 Few of Pixels representing different Features

Thus we obtained R-G-B values of almost 100 pixels and 
these values may be molded to form a 3X100 matrix as 
displayed in figure 4.3. 

Fig 4.3 the Matrix of Input Pixels

STEP 2 

Create the Network Object  

Now we define the network and specify its features 
number of neurons, range of the values of the input 
number of layers etc. and specify the input and target matrice
In target matrix, there is a particular color for the particular 
feature to generate the FCC.    

 4.4 the Matrix of Target FCC 
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resenting different Features 

 

B values of almost 100 pixels and 
a 3X100 matrix as 

 

Matrix of Input Pixels 

etwork and specify its features like 
ange of the values of the input neurons, 

of layers etc. and specify the input and target matrices. 
particular color for the particular 

 

After this we start the training of the network 
weight automatically. Since, the input and output are already 
defined. Hence the step 2 makes it to meet the requirement of 
the mapping relationship between the input and the target.

STEP 3 

Simulate the Network Response for 

Our obtained function represents
input and the target. Now we can 
corresponding to the final FCC of the given image. But, 
this we simulate the image with the h
neurons. we have converted  the 3
dimensions ‘512 X 512 X 3’ corresponding to the multi 
spectral image into a 3-dimensional matrix of dimensions ‘3 X 
512X512’ i.e. ‘3 X 262144’. Now this converted form of the 
multi spectral image applied to neural network for the 
simulation. After the simulation, what 
2-dimensional matrix of the same dimensions ‘3 X 26212144’, 
which is again to be converted into the 3
of dimensions which represents the FCC corresponding to the 
given multi spectral image. 

Fig 4.5 FCC Image of the Multi Spectral Image

4.2 Analysis of the Multi Spectral Image Using DWT

STEP 1  

In the very first step we received the multispectral image and 
converted it into the grayscale image 
DWT algorithm on this image. 

Fig 4.6(a) Grayscale Image of the Multi Spectral Image
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the training of the network by assigning the 
the input and output are already 

the step 2 makes it to meet the requirement of 
the mapping relationship between the input and the target. 

Simulate the Network Response for Entire Image 

function represents the relation between the 
 generate a resulting matrix 

corresponding to the final FCC of the given image. But, before 
we simulate the image with the help of given network of 

the 3-dimensional matrix of 
sions ‘512 X 512 X 3’ corresponding to the multi 

dimensional matrix of dimensions ‘3 X 
512X512’ i.e. ‘3 X 262144’. Now this converted form of the 
multi spectral image applied to neural network for the 

n, what we obtain the result in a 
dimensional matrix of the same dimensions ‘3 X 26212144’, 

which is again to be converted into the 3- dimensional matrix 
of dimensions which represents the FCC corresponding to the 

 

FCC Image of the Multi Spectral Image 

Analysis of the Multi Spectral Image Using DWT 

the multispectral image and 
e grayscale image (figure 4.6) to apply the 

 

(a) Grayscale Image of the Multi Spectral Image 
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STEP 2 

After getting the grayscale image, we applied
and differencing algorithm of the discrete wavelet transform 
on the multi spectral image and analyzed
component of this multispectral image.   

Fig 4.6(b) Averaged Component of the Input Image

This Averaged component of the image is considered as the 
original image and the DWT algorithm is again applied on this 
averaged component. Among the resulting components the 
averaged component is again analyzed. This process of 
calculating DWT is repeated four to five times and each 
averaged component is analyzed for the presence of the pixels 
representing the corresponding features. 

STEP 3 

We have obtained the fifth averaged component of the multi 
spectral image. Now the inverse process is to be undergone. In 
the process of calculating inverse DWT, the four resulting 
components of the input image are considered to be the input 
of the inverse filter. 

After this we have applied the four components averaged, 
vertical, horizontal and diagonal. Here we get the earlier 
averaged component of the image. After repeating this inverse 
filtering process what we get is the original multi spectral 
image. 

STEP 4    

Now, we have finalized our study by analyzing all the 
averaged components and tried to check out the features of the 
multispectral image. The obtained results of the DWT analysis 
are given below. 

4.3 Analysis of the Multi Spectral Image Using (DCT)

STEP 1 

We receive the multispectral image and convert it into the 
grayscale image like figure 4.7 to apply the DWT algorithm 
on this image. 
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getting the grayscale image, we applied the averaging 
and differencing algorithm of the discrete wavelet transform 

d the averaged 

 

nput Image 

This Averaged component of the image is considered as the 
original image and the DWT algorithm is again applied on this 

Among the resulting components the 
This process of 

calculating DWT is repeated four to five times and each 
averaged component is analyzed for the presence of the pixels 

e have obtained the fifth averaged component of the multi 
ess is to be undergone. In 

process of calculating inverse DWT, the four resulting 
components of the input image are considered to be the input 

the four components averaged, 
we get the earlier 

fter repeating this inverse 
filtering process what we get is the original multi spectral 

our study by analyzing all the 
to check out the features of the 

The obtained results of the DWT analysis 

Analysis of the Multi Spectral Image Using (DCT) 

e receive the multispectral image and convert it into the 
o apply the DWT algorithm 

STEP 2 

After getting the grayscale image 
DCT algorithm to get the DCT coefficients of the multi 
spectral image.   

Fig 4.7 The DCT Coefficients of the Multi Spectral Image

STEP 3 

After obtaining the DCT coefficient matrix, we 
scaling these coefficients, and obtained
shown hereunder.  

Fig 4.8 Compressed Matrix of the DCT Coefficients

STEP 4 

If we desire to get the original image back from the 
coefficients, the inverse DCT algorithm will be employed
Here if all the coefficients of the image 
original grayscale image. But if
coefficients matrix then we get a compressed grayscale image 
of the original image which is given herein figure below. 

Fig 4.9 Compressed Image Obtained from the Smaller 

Coefficient M

The analysis of this compressed image shows that the pixels 
representing the vegetation in the multi spectral 
as clear, but the pixels representing the 
concrete structure are quite revealing.
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 in first step, we apply the 
get the DCT coefficients of the multi 

 

The DCT Coefficients of the Multi Spectral Image 

DCT coefficient matrix, we went for 
obtained a smaller matrix as 

 

atrix of the DCT Coefficients 

If we desire to get the original image back from the 
coefficients, the inverse DCT algorithm will be employed. 

the image are used then we get 
original grayscale image. But if we use the smaller 
coefficients matrix then we get a compressed grayscale image 
of the original image which is given herein figure below.  

  

Compressed Image Obtained from the Smaller 

Coefficient Matrix 

The analysis of this compressed image shows that the pixels 
representing the vegetation in the multi spectral  image are not 

but the pixels representing the water bodies and the 
concrete structure are quite revealing. 
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4.4 Analysis of the Multi Spectral Image Using NDVI 

STEP 1 

 

(a) NIR Band (b) Red Band (c) Green Band 

Fig 4.10 Images of the Different Bands 

We have received the color image that has the RGB 
components, in the given images R represents the near 
infrared band, G represents the red band, and B is for the 
green band. 

STEP 2 

After getting the images of the different bands, our aim is to 
find out the NDVI values of the given image 

NDVI = (NIR – RED) / (NIR + RED) (4.1)  

By using the MATLAB we have obtained the NDVI values of 
each pixel.    

STEP 3 

The values of NDVI are in the range of -1 to +1. For making 
the image we have converted this range to 0 to 200; as 

NDVI image value = (NDVI value +1)*100; (6.2) 

 

Fig 4.11 NDVI image 

STEP 4 

After getting the NDVI image, our job was to get the 
classified images of the region, in order to get these images we 
performed the ground survey at various places of the city and 
taken the proper longitude and latitude values of the survey 
region from Google earth, and with the help of these images 
we identified the survey locations into the multi spectral 

images. We have found the specific range of the NDVI for 
each object through the ground survey. 

1. For the vegetation, we found the NDVI vales are in 
between 0 & 1, but most of the concentration of the 
vegetation is in the range of the 0.5 to 1: 

 (ndvi (m,n) < 1) & (ndvi (m,n) >= 0.5) 

2. For the concrete structures, we found the NDVI vales are 
in the range of between 0 & 0.5: 

 ( ndvi(m,n) < 0.5 ) & ( ndvi(m,n) >= 0.0 ) & ( red(m,n) > 
80 ) & ( nir(m,n) < 160) 

3. For the roads, we found the NDVI vales are in the range 
of between 1 & 0: 

 ( ndvi(m,n) < 0.5 ) & ( ndvi(m,n) >= 0.0 ) & ( ( nir(m,n) 
> 115 ) & ( nir(m,n) < 125 ) ) & ( 

 red(m,n) < 85 ) 

4. For the water, we found the NDVI vales are in the range 
of between -1 & 0: 

 S( ndvi(m,n) < 0.0 ) & ( ndvi(m,n) >= -1 ) 

 
Vegetation                               (b) Structures 

 
       (c) Roads                           (d) River &Water Bodies 

Fig 4.12 Images of the different components 

STEP 4 

Construction of the false color composite: 

 

Fig 4.13 False Color Composite of Multi Spectral Image 
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5. SCOPE: 

There is a lot of scope of this analysis. This  analysis can be 
used for the purpose of monitoring the unauthorized 
development of the colonies, the agricultural planning, 
protection of the trees.  This analysis can be useful in Water 
resource planning, infrastructures planning and in the so many 
other areas. In our country hyper spectral and very high 
resolution satellites will be available in coming years so these 
can provide us very useful data, now it is up to us how we 
process it and extract the useful information from this data.  

6. CONCLUSION 

Our results of the four are very promising.  The ANN method 
has very good results for all features presented here in the 
multispectral image and almost all the pixels are trained in this 
case. The NDVI algorithm has better result in most of the 
cases than ANN. All these classification errors can be reduced 
by using the higher resolution devices and hyper spectral 
images from the satellites, such satellites may be launched by 
the Indian government in coming years.  
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