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Abstract: Finding available structures in high dimensional 
database is a difficult task, due to vagueness spread in the actual 
value of objects of database. Researchers have invented numbers 
of clustering techniques in selecting the relevant objects of 
available structures of high dimensional database, but the 
techniques have failed to provide proper outcome results with 
less error.  Therefore this paper aims to present suitable 
clustering techniques which can capable in finding perfect 
structures. This paper introduces the effective clustering 
techniques in the combination of fuzzy c-means, and typicality of 
possibilistic c-means. The performance of proposed method is 
evaluated through the experimental work on benchmarks 
database. 
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1. INTRODUCTION 

Due to large attributes of object in high dimensional database, 
the sparseness difference occurred between the data objects. 
Further the uncertainty objects of high dimensional database 
contain incomplete information.  Therefore, the clustering 
techniques have failed to find the dissimilarity between the 
uncertain objects in high dimensional real world database for 
analyzing available information in the database [2, 9].  . In 
order to provide proper results with high dimensional 
uncertain objects of database, recently fuzzy set based fuzzy 
clustering [1, 3, 6, 7, 8, 10, 11, 17] has been implemented 
effectively. The membership of fuzzy set can work well with 
the uncertain database [25]. The fuzzy set based fuzzy 
clustering allows gradual memberships to the data points to 
place an object in all clusters.  

This gives the flexibility to express that data points belong to 
more than one cluster at the same time. The memberships 
offer a much finer degree of detail of the data model to cluster 
it into several groups and memberships can also express how 
ambiguously or definitely a data point should belong to a 
cluster [4, 5]. Even though there are lots of benefits using 
fuzzy c-means algorithms, it has considerable drawbacks such 
as the result of clustering process deteriorates while 
uncertainty exists in the high dimensional database [12, 13, 
14, 15, 19, 24]. This paper attempts to provide more suitable 
clustering techniques using fuzzy clustering methods for 

analyzing high–dimensionality database. In order to find an 
effective membership for the points which have equidistant for 
two clusters this paper obtained the possiblistic c-means based 
objective function of fuzzy c-means. The performance of 
obtaining membership to the noisy object is improved by 
relaxing the membership constraints using the typicality of the 
possibilistic c-means [16, 18, 20, 21, 22, 23, 26].  

The rest of this paper is organized as follows. Section 2 
contains the proposed algorithm. The experimental results on 
Checkerboard Dataset are reported in Section 3.  Section 4 
provides conclusion of this paper. 

2. 2. PROPOSED ALGORITHM 

In this subsection we introduce effective fuzzy clustering 
technique to find the similar patterns or subtypes of cancers in 
high – dimensional cancer database which is corrupted by 
similar intensities between objects, missing values and other 
noises by scanning process of gene expression. This paper 
incorporates fuzziness weighting exponent, the expression of 
possibilistic typical weighting exponent (τ ) and tangent 

kernel induced distance with the objective of proposed fuzzy 
c-means to capture the meaningful information from cancer 
database. The proposed objective function of Tangent Fuzzy 
Possibilistic C-Means is given by 
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BT  represents tangent bary curtis kernel induced distance.  m 

& η  in (5) are weighting exponents.  The weighting 

exponents compute the amount of fuzziness in the resulting 
classification in order to obtain proper center of cluster from 
the database which has similar gene expression.  By 
minimizing the equation (1) we have obtained the degrees of 
membership, typicality and the cluster centers. To minimize 
the equation (1) subject to the conditions, the Lagrangian 
multiplier rule is used.  
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Optimizing the equation (1), we have obtained a generalized 

membership equations iku  and typicality ikτ  forthe iterative 

solution of an objective function.  
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The typicality ikτ is as: 
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Optimizing the equation (1), this paper obtains the equations 
for updating the cluster center or prototypes of TFPCM.       
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where t represents the iteration count,  
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3. EXPERIMENTAL RESULTS WITH 
CHECKERBOARD DATASET 

This subsection presents the results implementing the 
algorithms FPCM, KFCM, KPFCM, TFPCM, on 
Checkerboard database [40] for showing the clustering 
performance of proposed method with large amount of 
database.  The first experiment starts with FPCM, KFCM, and 
KPFCM on real Checkerboard dataset with 3 attributes 
includes eight classes.   Figs. 1 (a-c) show the level lines of the 
membership functions of obtained eight clusters on 
Checkerboard dataset by FPCM, KFCM and KPFCM. The 
level lines are obtained based on the resulted memberships of 
each object in the database. The reallocated 1000 

Checkerboard dataset into eight clusters using the 
experimental results of FPCM, KFCM and KPFCM are given 
in Figs. 2 (a-c) for getting the difference in the actual eight 
classes in an original checkerboard dataset. Further from Figs. 
(1-2) it has been observed that the FPCM, KFCM and KPFCM 
algorithms have failed to cluster the data objects into well 
separated clusters, there are several overlapping clusters 
obtained in capturing eight classes.  

                   
(a) by FPCM            (b) by KFCM          (c) by KPFCM 
Fig.1 Obtained size of clusters on checkerboard dataset       

   

                (a) by FPCM            (b) by KFCM          (c) by KPFCM 
Fig2 .Separated eight Clusters of 1000 checkerboard dataset 

 

Subsequently, this subsection is introduced the proposed 
TFPCM algorithm on 1000 checkerboard database for finding 
eight clusters. The obtained size of clusters using proposed 
algorithms is given in Figs. 3. The size or level lines of each 
cluster is identified from the database based on the resulted 
memberships of data object. The reallocated data into eight 
clusters based on partitioned results of TFPCM is given in Fig. 
4. As shown in Figs. (3-4) the proposed algorithm is tried to 
correctly identified the eight numbers of clusters from heavily 
overlapping objects among the objects in dataset. 
 

     
Fig.3 Obtained size of clusters      Fig. 4 Allocated 1000 by proposed  

checkerboard   dataset by proposed algorithm 
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But from Figs. 3&4 it can be shown that the data elements are 
almost found within the boundary of each clusters by proposed 
algorithms and the boundary of clusters have not been affected 
by outliers. Comparison results in terms of number of 
iterations for completion of clustering the datasets, clustering 
accuracy, and running time during experimental works using 
the TFPCM algorithms on Checkerboard dataset are given in 
Table  

Table 1. Comparison of Iteration Count, Running Time and 
clustering accuracy 

Checkerboard 
Dataset 

FPCM KFCM KPFCM TFPCM 

No. of Iterations 19 17 18 5 

Clustering 
Accuracy 

51 % 65% 78% 99% 

Running Time 1minute 1minute 45 seconds 4 seconds 

 
From Table 1, the best clustering validity, running time, and 
number of iterations was obtained for proposed methods 
during the experiment on checkerboard data with eight 
clusters.  

4. CONCLUSION 

This paper is introduced novel kernel fuzzy possibilistic c-
means based on the membership function of fuzzy c-means, 
the typicality of possibilistic c-means approaches, kernel 
functions, for finding available information in high 
dimensional databases. In order to establish the effectiveness 
of the proposed methods, this paper demonstrated 
experimental works on Checkerboard dataset. This paper has 
reported the superiority of the proposed method through 
cluster validation, running time, number of iterations and well 
separated clusters. 
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